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Context
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▶ Part of the N-Dame_Heritage ERC project

▶ Scientific work alongside the restoration of the 
Notre-Dame cathedral after the fire

▶ Focus : image localization (position and pose) within a large and diverse 
corpus of localized images

▶ No other data (existing or built) than localized images

▶  Goal : on-the-fly integration of novel images within an ever growing 
collection



Dataset considered

► 10,901 images:

► Exterior of the cathedral

► Harmoniously distributed

► High visual overlap

► Challenges:

► Visual similarities

► Repeated patterns

► Multiple key elements in the 
background
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Visual localization approaches
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▶ Image retrieval-based approaches, our focus: (Pion et al., 2020)

► CBIR in a reference dataset of localized images

► Localization goes from pose assignment to triangulation-based pose estimation

▶ 3D-based approaches: (Schönberger et al., 2016)

► CBIR identifies reference images and thus associated/computed 3D points

► PnP solver computes the query image’s pose (Sattler et al., 2014)

► Novel trained approaches compute direct 2D-3D matches, without reference images 
(Nadeem et al., 2023)

▶  Trained, all-in-one approaches: 

► Take only images as input and output a pose

► RPR/APR still do not generalize well (especially for large areas) (Moreau et al., 
2023)

► Multi-task approaches are promising but not adapted to such datasets (Leroy et al., 
2024)



Image retrieval for visual localization
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▶ Different image descriptors:

► Most powerful ones are trained, with common 
backbones

► Global descriptors exploit the whole visual context

► Local ones focus on and aggregate salient elements

▶ An added re-ranking step:

► Multiple options as seen here

► Many potential combinations

▶  Our selection:

► How and ASMK (Tolias et al., 2020) as image descriptor for 
retrieval

► Point detector and descriptor SuperPoint (DeTone et al. 2018), 
matched with LightGlue (Lindenberger et al., 2023) for 
geometric verification and subsequent pose estimation



Composed Image Retrieval (CIR)
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▶ Retrieves an image based on an initial query image and a textual 
modifier

▶ Retrieval is guided both visually and verbally

▶ Different types of approach to tackle this

© Baldrati et al., 2023



CIR main approaches
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▶ Feature modifying approaches: (Baldrati et al., 2023)

► Textual input is taken as modifier to the visual descriptor

► The visual descriptor is modified via a combiner network

► Image retrieval is initiated from this modified visual descriptor

► CLIP4CIR is the method that inspired our proposal

▶ Composition-based approaches: (Psomas et al., 2024)

► Uses both textual and visual features combined with a weighting scheme

► Could allow for pure monomodal retrieval

▶  Generation-based approaches: (Li et al. 2024)

► Generates a novel image from the textual description

► Average query and novel images descriptors for retrieval 



Our proposal : CIR4Loc
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▶ Problem statement:

► Image retrieval is an adequate base for pose estimation

► But its goal is to maximize visual similarity, i.e. to retrieve images with 
similar viewpoints

► The spatial configuration of retrieved images  may be unsuited for pose 
estimation

▶ Proposed solution:

► Composed Image Retrieval with spatial modifiers

► relative to the image: 
Above, Below, Left, Right, Forward, Backward

► absolute in the reference system:  
Higher, Lower, Northward, Southward, Westward, Forward

► To guide retrieval towards the best spatially distributed set of similar images



Our proposal : CIR4Loc
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▶ Three different models are trained for each type of movement

▶ At retrieval time, the query image is associated to each spatial modifier

▶ The different lists are combined to obtain a spatially distributed set



CIR examples

10

▶ Classical image retrieval:

d

d

▶ Composed image retrieval with “Right” modifier:

d

d

d

▶ Composed image retrieval with “Left” modifier:

▶
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Evaluation framework
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▶ The localization process:

► Keypoint detection and matching with SuperPoint + LightGlue

► Relative pose estimation (between query and each reference image) using open 
source library Micmac

► Final pose estimation based on relative poses weighting from (Song et al., 2016)

▶ Evaluation metrics:

► The distance between actual and estimated camera 3D positions (in meter),

► The angle difference (between the two orientation quaternions) (in degree)

► The direction difference (in degree), similar to the angle difference without the 
rotation of the camera along its aiming direction.

► Mean, median, Q1 and Q3 values



Evaluation framework
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▶ Evaluation baselines to get a set of images for pose estimation:

► Retrieval-based localization:

► Basic CBIR-based approach to get the set of images

► Retrieval optimized for visual similarity

► How + ASMK as descriptor

► Spatial-based localization:

► From the visual-based retrieval, poses of the five most similar are averaged, 
excluding outliers, to get an a priori pose for the query

► A spatial search retrieves images closest to this a priori pose

► Their poses are filtered so their aiming direction is within 45 degrees of the 
aiming direction of the a priori pose

► The four closest images respecting the angle constraint are chosen

▶ Finally, the localization process estimates the query’s pose



Experiments on CIR4Loc descriptors
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▶ CIR4Loc variants based on descriptors:

► using CLIP as an image descriptor (as used in the CLIP4CIR inspiration)

► using How as a global descriptor (HowG):

► leverages How’s performance

► remains similar in terms of descriptor type (global)

► using How as a local descriptor (HowL):

► the local aspect increases retrieval performance greatly

► the network is modified to use the locations of the local descriptors

► the network assigns a binary score to each descriptor based on location as to 
whether or not it should be used for retrieval

► it will thus “attract” images from the direction of the spatial modifier



Results on CIR4Loc descriptors
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► Preliminary results based on the average first retrieved poses using the 
variants of CIR4Loc on four directions ("left", "right", "above", "below")

► The local version of How outperforms all other variants
► The CLIP based-version is not at all suited for such type of contents



Experiments 

15

▶ CIR4Loc vs. baselines:

► Retrieval-based localization:

► pure visual similarity

► Spatial-based localization:

► mostly spatial proximity 

► CIR4Loc-HowG based localization:

► global representation of the How descriptor

► CIR4Loc-HowL based localization:

► local representation of the How descriptor



Results on CIR4Loc vs baselines
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► Localization performances based on different retrieval

► A local descriptor is essential (CIR4Loc-HowG is worse than classical retrieval)
► For viewpoint estimation, up to Q3, CIR4Loc-HowL is the best, indicating a 

real improvement in cases where CIR performs correctly
► For viewing direction, spatial-based localization is better but CIR4Loc-HowL 

outperforms retrieval-based localization
► CIR for localization is quite promising



Conclusion & Perspectives
► For image based localization, the retrieval step is crucial

► BUT CBIR goals do not align with pose estimation 
requirements

► Proposed solution : CIR4Loc, composed image retrieval 
with spatial modifiers

► To guide retrieval towards a spatially aware set of images

► Promising results highlighting that image retrieval should 
be driven by the characteristics of the application

► Perspectives:
► Integrate CIR4Loc in end-to-end localization 

pipelines/systems
► Compare CIR4Loc to other type of approaches (3D, 

all-in-one)
► Evaluate CIR4Loc on other heritage datasets challenging for 

localization
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